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Abstract. This study investigates the existence of solutions for nonlinear fractional differential
equations of order ¢ € (1,2]. We establish new existence results for the boundary conditions
&(k) = a # 0 and £(w) = B # 0 by incorporating an intermediate point, extending existing
methodologies. Our results rely on fixed point theorems and the contraction principle, which
provide a robust framework for analyzing these equations. We also provide several illustrative
examples to demonstrate our results, showcasing their relevance in theoretical and applied contexts.
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1. Introduction

In this research article, we study the existence of solution for the following;:

{cmg() 2(p.£(p), 1<q<2pe 0] o
Ek)=a, Ew)=p8, 0<k<w, 0<a<pf

where, £ € C([0,w],R) and = : [0,w] x R — R, and ¢D? represents the Caputo fractional
derivative of order g € (1, 2], by applying contraction principal and fixed point theorem of

*Corresponding author.
DOI: https://doi.org/10.29020/nybg.ejpam.v18i2.5935

Email addresses: S.aljurbua@qu.edu.sa (S. Aljurbua), a.alluhayb@qu.edu.sa (A. Alluhayb),
431215616@qu.edu.sa (R. Alashwan), 431202689@qu.edu.sa (D. Alharbi),

411203093@qu. edu.sa (N. Alharbi), 421215387@qu.edu.sa (W. Alrawji),
4312154510qu.edu.sa (N. Alharbi), 431202709@qu.edu.sa (M. Saad),

4222156460qu.edu.sa (R. Almutairi), 391204002@qu. edu.sa (R. Alharbi),
431202725@qu.edu.sa (A. Alrashidi), 392215056@qu.edu.sa (M. Alrashidi),
431203212@qu.edu.sa (N. Alfuraih)

https://www.ejpam.com 1 Copyright: (©) 2025 The Author(s). (CC BY-NC 4.0)



S. F. Aljurbua et al. / Eur. J. Pure Appl. Math, 18 (2) (2025), 5935 2 of 10

Krasnoselskii’s .

Fractional differential equations (FDEs) extend the concepts of traditional calculus,
offering mathematical frameworks to analyze systems where memory effects, ongoing in-
fluences, or irregular spatial characteristics present challenges for standard modeling tech-
niques [1, 2]. The roots of fractional calculus are linked to the 17th century, as mathemati-
cians such as Leibniz explored the concept of derivatives of varying orders. Nevertheless, in
the 19th century, foundational formulations by Riemann, Liouville, and their successors es-
tablished the basis for contemporary fractional calculus [3]. Nowadays, FDEs are a crucial
link between theoretical constructs and practical applications [3]. For instance, engineers
utilize these equations to forecast stress relaxation in viscoelastic materials, which ” remem-
ber” previous deformations. Geophysicists model unusual diffusion patterns in fractured
geological formations, where particles exhibit unpredictable movement [4]. In biology,
researchers apply them to study cellular processes affected by delayed responses, while
economists investigate their potential to predict market fluctuations driven by long-term
patterns [5, 6]. Unlike traditional integer-order models, fractional approaches inherently
consider historical context through operators such as the Caputo derivative, compatible
with physical initial conditions, or the Riemann-Liouville integral, which emphasizes past
states in varied ways [7].

The increasing integration of FDEs into research highlights a transformation in scien-
tific understanding: Many natural and engineering systems are complex and influenced by
memory. From climate dynamics shaped by years of greenhouse gas emissions to health
treatments based on cumulative drug effects, fractional calculus offers valuable insights
into navigating this complexity [1].

In the literature, the stability, existence, and uniqueness of the solution for fractional
differential equations have been discussed widely with different methods due to the impor-
tance of the equations in practical applications [8-12]. In [13], Zhang found the expression
of the solution, under the boundary conditions £(0) = a # 0 and £(1) = 8 # 0, with the
aid of Laplace transformation, by highlighting the role of Schauder’s fixed-point theorem
and Mittag-Leffler functions in solving these boundary value problems. Bashir and Nieto
[13] gave some interesting results for fractional differential equations with anti-periodic
boundary conditions, £(0) = —£(0), and £ (w) = —¢ (w), by using Leray-Schauder degree
theory. R. Agarwal, B. Ahmad, and J. Nieto in [14] introduce and solve fractional and
sequential FDEs with parametric type conditions where they consider intermediate points
using standard fixed point theorem. In [15], extended the existence and uniqueness results
of [16] with nonlocal boundary conditions under essential conditions using the fixed-point
theorem of Krasnoselskii and the contraction principle, the research broadens the scope of
these equations, demonstrating applications to classical fractional differential equations.

Fractional derivatives can be defined in various ways, with notable formulations includ-
ing the Grinwald—Letnikov, Liouville, Hadamard, Riesz, and Caputo derivatives. These
definitions have been widely utilized to explore solutions, analyze system stability, and
define and characterize various functional spaces. This study specifically focuses on the
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Caputo fractional derivative due to its close relationship with classical differential equa-
tions and its proven effectiveness in addressing antiperiodic boundary value problems. The
Caputo fractional derivative has gained significant attention because of its ability to model
real-world phenomena involving memory and hereditary properties since it offers a solid
framework for addressing boundary value problems.

This paper extends these results by introducing significantly broadening the existing
solution frameworks. Introducing this novel intermediate condition facilitates a more di-
verse array of boundary behaviors and significantly enhances the applicability of various
solution methodologies. Unlike prior works that focus primarily on boundary conditions
at the endpoints or involve periodicity or anti-periodicity, the inclusion of an intermediate
condition provides a more flexible and general approach to solving fractional differential
equations. Moreover, our results offer new insight into the existence and uniqueness of so-
lutions under more complex boundary scenarios, thereby expanding the scope of previous
research. For more interesting results, see [17-20].

The paper is organized as follows: Section 2 presents the material and methods used
in the research article, detailing the theoretical framework. This is followed by the results
derived from the analysis, highlighting key findings and their implications. Section 4
provides an example to illustrate and validate the results. Finally, the last section presents
the conclusion.

2. Materials and methods
Definition 1. [1] We define the Caputo fractional derivative of order ¢ > 0, denoted D1,
for a given function ¥ € C*([0,w)]), is defined by:

1

D) = i [ (0= =) O )i

where, k = [q] + 1.

Definition 2. [1] The Riemann-Liouville fractional integral of order ¢ > 0, denoted 11,
for a defined function ¥ € C([0,w]), is defined by:
1

() = o / "0 - =) 0 (w)dw.

Lemma 1. [1] For ¢ > 0, the general solution of *DI€(p) = 0 is given by,

&(p) = ag +a1p + azp® + ... + ap—1p" ",

where, a; € R, fori=1,2, and k = [¢] + 1.
Lemma 2. The unique solution of the following problem

“DIE(p) = (), 1< q<2p€0,u]
Ek)=a, &w)=pF, 0<k<w, 0<a<pf,
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is given by:
_ _ 1 [P
o) =2 2t i [ =)o) i

3

Proof. By Lemma 1, the solution of (2) is given by &(p) = I96(p) — ap — a1p where,
a; €ER, fort=1,2.
By applying the boundary conditions we get,

w=2200 e [ s - [ (- )]
= S e L @i [ et

by using the values of ag,a; we get

o) =205 5y [ o dm
i L, = ] g [ e e )

completing the proof.

Remark 1. Note that as K — 0% and w = 1 in 3 we will get the integral solution in [13].
Meaning that the results in this paper extend and generalize the results in [13].

Theorem 1. [21] Let C be a complete nonempty metric space into itself, Then every
contraction mapping on C has a unique fized point in C.

Theorem 2. [21] Let B be a Banach space, and ¢ be conver nonempty closed subset of
B, suppose that ¥; : ¢ — B for i = 1,2 and ¥1&1 + V282 € ¢ for all £1,& € ¢, V1 s
continuous and compact, Yo is a contraction mapping. Then there exists a & € ¢ such that
th §+02 =6

3. Results

Let Z = C([0,w],R) denotes the Banach space equipped with the norm |[{|| =

sup £(p)], Vp € [0, ],
Define the operator £ : Z — Z as

(ce)p) = 2= On  Bma ] | / "0 - )1 E(w, £ (w)) dw
0

w—K w—K I'(q
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- i [ mrmzmemnan| + 2| [ iz ) d).
(4

~—

Lemma 3. Assume = is continuous function then L is a completely compact operator.

Proof. Define the operator £ as in (4):

Since = is continuous and £ is continuous. Assume M= max,c(o ., [Z(p,€(p))]-
Then, for £ € B = {£ € C([0,w)]);|[¢|| < m} we have,

o < | 2225 28 | [yt | L [ oyt
oy f, =]
B Al e sl e s R e R

Therefore, £ is bounded. Now proving equicontinuity of £(M)
For all £ € B, Ve > 0, p1 < p2 € [0,w], choose pa—p1 < v < {g(w_“) <L(q) (GF(‘IH))qll}.

(B—a)’ 3M(wi+k9)’ 6M
Then, we have

ILE(p2) — LE(p1)| = ‘i_z(m —p1) + 197 ' E(pa, £(p2)) — I T E(p1, €(p1))

_I)Z_I(’l)[/()w(w_w)qlg(w7§(w))dw] +FP2_P1)[/OH(R—W)‘11E(W7§(w))de

[(g)(w—r (@)(w—r
<=t o [ == = (= ) e
M - o) 24w M(p2 — p1) ww—w 1 g M (p2 — p1) Kﬁ_w -1 oo
-1 / (or—w)"d +F(Q)(W—H)[/o( ) ]*rm)(w—n)UM ) }
< i:i(m —p1) + F]Z)(pg_l +2(pg — p1)T L = pg_l) + W(PQ - p1)

f—a +2M q_1+M(wq+/<&q) PN
v+ —v ——— < -+4+-+-=¢
w—r  I(g I'(g+1) 3 3 3
Therefore, we proved that L is equicontinuous. Hence, the operator L is completely
continuous by Arzela-Ascoli theorem [22].

<
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Theorem 3. Suppose = : [0,w] x R — R is a continuous function satisfying

|E(p,§1) - E(p7€2)‘ < L‘fl - 52 ’ [O7w]7 L >0, and }E(p7§(p))‘ < |¢(p)
all (p, &) € [0 w] X R, and ¢ € L1([0,w],RT). Then (1) has at least one solution on [0,w]

.r L
Zf r q‘il
Proof. Define sup(, eyc(0.w)x8, [I2(0: §)|| = Emas < 00, and let the operators £1 and Lo

defined as follows:

(L18)(p) = . /Op(p — @)1 (w, £ (w))dw + pre + B-a 0,

I'(q) w—K w—K

(£26)(p) = —W’iﬂ) [/Ow

Also, define a ball B, = {£ € C([0,w],R) : ||¢]| <7}, such that r > {25, Ayl }
Then for &,& € B,

—

o= @) 5@, g(@) dw| + A= | [ - (e () de .

W — —
pr B @,
— K

W — K

1 p a
H£1§1+£2@H5]F(q)/0 (0 — w1 E (e, &4(@))dw +

W —K

< F(Hlﬁ”l) [qu} +8< g —1—227“

Therefore, £1&1 + L2& € B,. Also, since = is continuous, £1 is also continuous and
q
uniformly bounded as ||£1£]| < }Uq"fll‘ + 3.
Moreover, for pi, p2 € [0,w],we see that

H(c@(m) (1))

< F@H JA R e A E

+/p2(p2_ @) (@, £ (@ ))de—FHi__Z(pl_PQ)H

p1

« Smas o0 g g oa, BT
_F@H)[(m P+ P = pa] + [ ———(p1 = p2)l

— 0, proving that £; is uniformly

as pa — p1 we see that leaxm) (L))
bounded and relatively compact on B,. Therefore, £; is compact. Finally, £, is a con-
traction by assumption since F(L 7y < 1. Therefore, Theorem (2) guarantee that (1) has
at least on solution on [0, w].
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Theorem 4. For a continuous function Z : [0,w]xR — R, assume HH

7 of 10

p-6)—E(p.&2)]| <

LH§1 — §2H holds for all p € [0,w], L >0, &,&, and 222 < 1. Then (1) has a unique

T(g+1)
solution on [0, w].

Proof. Let £ be an operator defined as in 4

— — 1
oaw Bm+6 «

w—K w—r" I'(q

p
= — o) 15 (w. (@) dw
(£E)(p) = >/0(” )12 (w, () d

-t | [ s @) de | + 5 2

Ng)(w =k

and for each p € [0,w] and any &1, &2 € C([0,w]) we have

q)(w—k

| [ mrz@ ) i

1 P
H‘Cfl_[’&H = HF((J)/O (p—W)qfl[E(w,&(w)) E(w, & (w ))] dwo

—"‘){ /wa—w)ql[aw,sl(w)) (@, &(w))] dw]

I(g)(w —r

T [ /O (k- @)1 B, () - B, () dw}] H

NOIER
L/ R lp— 5l 1 ‘P— |
ST, e S e

L q 2Lw
SW[QW}H& &l = T(q+

)[m &l

=)0\ deo] ]H&—égll

Thus, 2597 < 1, meaning that £ is a contraction depending on L, ¢, w, k.

> D(g+1)
Now setting sup,cp |Z(p,0)| =N, and choosing B, = {¢ € C([0,w],

ball with a radius r > [ﬁ/}fj where d = =22

T(gr1) SO We have

e p’+F(1Q) /op(p_w)ql[

5w, £()) —E(w,o»\ T

2w ] <
r
I'(g+1)

Implying that LB, C B,. Hence we proved the uniqueness for (1).

< B+ (Lr+N)[

=(w, <w>>—a<w,0>>]+ 5

R) : [[¢]] <7} be a
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Remark 2. By using k in the boundary condition, we allow the possibility of intermedi-
ate boundary conditions that are more applicable in many practical scenarios. Instead of
assuming that the system’s behavior at the endpoints dictates the solution, this formula-
tion allows the solution to be influenced by conditions at an interior point k. Moreover,
flexibility in dealing with nonlocal or nonlinear systems, where the condition is at some
intermediate point (rather than at the boundaries), could be crucial for the system’s evolu-
tion, providing accuracy when placing boundary conditions where they are most relevant.

4. Example

Fractional differential equations play a major rule in many models such as viscoelastic
material models where the displacement £(p) is influenced by both local elasticity and
nonlocal effects. Moreover, some system exhibits typical viscoelastic behavior, where the
elastic term dominates at higher frequencies, and the memory (nonlocal) effects become
more significant at lower frequencies or for longer times. The next examples show how
fractional derivatives can be used to describe systems with memory or delayed response.

Example 1.

1
{cms@) =Dt I pef0,1], v >0 5

§0)=a#0, {1)=p#0, 0<a<fp

—_ T 1 —_ —_
Note that, w = 1, ¢ = 3, Z(p,&(p) = "G 87 + p”, and |2(p,&1) — E(p, &)| <

%Kl — &, where L = %

Also, FQ(Sﬁ) = é < 1. Therefore, Theorem (4) guarantee that (5) has a unique solution in

[0, 1].

Example 2.

cD2¢(p) = ©Xe(p), pe(0,1],
{ (v 7(§)p” ©)

)
§3)=a#0, &3)=B8+#0, 0<a<p,

Note that, w =1, ¢ = £, Z(p,£(p)) = “L2¢(p), |E(p,&1) —Z(p, &)| < L|&1 &, where
L=1%, and !E(pag(p)) < 1¢(p)]-

Also, % = 77 ~ 0.161228 < 1. Therefore, Theorem (3) guarantee that (6) has at

least one solution in [0, 1].

5. Conclusions

In this paper, we investigate a boundary value problem of an intermediate point.
It has been shown that including additional terms in the integral solutions significantly
affects the behavior of the fractional-order problems under consideration. Furthermore,
the results presented here are adaptable, particularly in scenarios where there is a shift
in the location of the boundary phenomena near the left endpoint of the interval [0, w]
with £ < w. Notably, it is demonstrated that the classical boundary conditions in [13]
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can be derived from our results as x approaches 0F. Additionally, the results presented
in Section 3, which focus on fractional differential equations in the limit x — 0T, are
novel contributions to the field. Ultimately, the nonlocal characteristics of the classical
boundary conditions allow the boundary phenomena to occur at any intermediate position
within the specified interval.
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