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1. Introduction

We consider the following non-coercive Hamilton-Jacobi-Bellman (HJB) equation,
with Dirichlet boundary conditions :max

1≤i≤n
(Aiξ −F i) = 0, inΩ,

ξ = 0, on ∂Ω,
(1)
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where Ω ⊂ Rd (d ≥ 1) is a bounded domain with a smooth boundary ∂Ω. The operators
Ai are uniformly elliptic and take the form:

Ai =

d∑
t,s=1

aits(x)
∂2

∂xt∂xs
+

d∑
s=1

bis(x)
∂

∂xs
+ ai0(x),

where the coefficients aits(x), b
i
s(x), a

i
0(x) ∈ C2(Ω) satisfy the following conditions:

d∑
t,s=1

aits(x)νtνs ≥ δ|ν|2, ∀ν ∈ Rd, δ > 0,

ai0(x) ≥ γ > 0.

The noncoercive bilinear form for u, v ∈ H1(Ω) is expressed as follows:

ai⟨u, v⟩ =
∫

Ω

 d∑
t,s=1

aits(x)
∂u

∂xt

∂v

∂xs
+

d∑
s=1

bis(x)
∂u

∂xs
v+ ai0(x)uv

 dx.

Additionally, the function F i is assumed to be smooth and nonnegative:

F i ∈ C2(Ω), F i ≥ 0.

This study examines the monotonic and geometric convergence of problem (1) within
a discrete framework using the finite difference method. We employ the overlapping
domain decomposition approach along with the characterization of sequences of lower
and upper solutions. This approach allows us to analyze the convergence properties
of the Hamilton-Jacobi-Bellman (HJB) equation, particularly in its non-coercive form.
The absence of a coercive condition in the HJB equation presents a significant challenge,
making the application of conventional solution methods more complex.

The numerical approximation of Hamilton-Jacobi-Bellman (HJB) equations has been
an active research area, with various methods proposed to enhance accuracy and compu-
tational efficiency. For instance, the study in [1] explores numerical schemes for systems
of HJB equations in innovation dynamics, providing insights into their stability and
convergence. Mixed finite element techniques have also been developed to handle HJB
equations with Cordes coefficients, as discussed in [2]. To address challenges associated
with quasi-variational inequalities, domain decomposition strategies such as the Schwarz
method have been analyzed in [3]. Furthermore, overlapping domain decomposition ap-
proaches have been applied to non-coercive quasi-variational systems related to HJB
equations [4], while [5] introduces a contraction-based algorithmic approach to solving
these equations. In this work, we adopt an overlapping domain decomposition method
that ensures stability through lower and upper solutions, providing a robust numerical
framework for solving HJB equations efficiently.
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In this work,we adopt an overlapping domain decomposition approach, leveraging
the interaction between lower and upper solutions to ensure numerical stability and
convergence. This makes it a reliable method for solving complex problems. This paper
is organized as follows:
Section 2 provides a detailed analysis of the transformation of the non-coercive problem
(1) into the coercive Hamilton-Jacobi-Bellman (HJB) equation, considering both the
continuous and discrete cases using the finite difference method. Section 3 establishes
the monotonic and geometric convergence of the solutions by applying the overlapping
domain decomposition method along with a sequence of lower and upper solutions.
The final section presents numerical experiments that confirm the theoretical findings,
illustrating the effectiveness of domain decomposition methods in solving HJB equations
and evaluating the impact of overlapping on the convergence rate.

2. Coercive Reformulation of the HJB Equation

In this section, we reformulate the Hamilton-Jacobi-Bellman (HJB) equation into a
coercive form to improve its stability and numerical solvability. Following [6], this is
achieved by introducing a regularization parameter µ > 0, which ensures coercivity and
enhances the well-posedness of the problem. The modified equation is given by:max

1≤i≤n
(Biξ − Gi(ξ)) = 0, inΩ,

ξ = 0, on ∂Ω,
(2)

where the coercive operators B1, · · · ,Bn are defined as:

Bi =
d∑

t,s=1

aits(x)
∂2

∂xt∂xs
+

d∑
s=1

bis(x)
∂

∂xs
+ (ai0(x) + µ),

and the corresponding equations are defined as:

Bi = Ai + µI and Gi(ξ) = F i + µξ, i = 1, n.

The bilinear form for the operator Bi is expressed as:

bi⟨u, v⟩ = ai⟨u, v⟩+ µ⟨u, v⟩,

Previous studies have established the existence, uniqueness, and regularity of the so-
lution to the continuous problem (2) (See [7, 8]). To solve this problem numerically,
both finite element and finite difference methods have been employed, transforming the
continuous problem into a system of algebraic equations through discretization. This
approach simplifies the problem and enhances its computational feasibility.

Thus, the discrete version of the problem is formulated as:
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max
1≤i≤n

(Biζ − G i(ζ)) = 0, inΩ,

ζ = 0, on ∂Ω,
(3)

here, Bi and G i(ζ) are the discrete approximations of the continuous operators, facili-
tating the numerical solution of the HJB equation. These are given by:

Bi = A i + µI, G i(ζ) = F i + µζ.

The matrices Bi and A i satisfy the discrete maximum principle and are M-matrices[7],
ensuring stability and convergence in the numerical approximation of the HJB equation.

3. Decomposition of the Domain into Overlapping Subdomains

In this section, we introduce an approach that combines domain decomposition with
overlapping subdomains and the sequence of lower and upper solutions to efficiently
solve the Hamilton-Jacobi-Bellman (HJB) equation. The computational domain is di-
vided into overlapping subdomains, which enhances numerical stability. We establish
the geometric and monotonic convergence towards the discrete solution of the problem.

3.1. Definition of Subdomain Decomposition

We examine a regular and bounded domain Ω in R2, which is partitioned into two
subdomains, Ω1 and Ω2, that overlap along the x-axis. These subdomains are defined
by the following relations:

Ω = Ω1 ∪ Ω2 and Ω1 ∩ Ω2 ̸= ∅.

The boundaries of each subdomain are denoted by Γ1 = ∂Ω1 and Γ2 = ∂Ω2, and the
interface where the subdomains meet is represented by:

Σ1 = ∂Ω1 ∩ Ω2, Σ2 = ∂Ω2 ∩ Ω1.

Figure 1: Illustration of the domain Ω and its subdomains.
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The specific case considered here is where the domain Ω is defined as [0, 1] × [0, 1].
This domain is then subdivided into two overlapping subdomains:

Ω1 = [0, β]× [0, 1], Ω2 = [α, 1]× [0, 1],

where α and β represent the boundaries that define the partition. The region of overlap
between Ω1 and Ω2 is given by the interval:

τ = β − α,

with τ representing the length of the overlap. Additionally, the geometric length of the
overlap region is quantified as:

χ(h) = τ × h,

where h is a scaling factor.

3.2. Block Decomposition of the Domain Matrix

We consider the matrices Bi of dimension (d× d), which are associated with vectors
that can be partitioned into block form as follows:

ζ =

(
ζ1
ζ2

)
, G i(ζ) =

(
G i(ζ1)
G i(ζ2)

)
, Bi =

(
Bi

1,1 −Bi
1,2

−Bi
2,1 Bi

2,2

)
.

Here, the vectors ζ1 and ζ2 are defined as:

ζ1 = ((ζ1)1, . . . , (ζ1)β−1)
T , ζ2 = ((ζ2)α+1, . . . , (ζ2)d)

T .

To construct the matrix Bi using the domain decomposition method, we partition it into
two different forms within each subdomain. The decomposition for the first subdomain
is defined as follows:

Bi =

(
Bi

1,1 −Bi
1,2

C i
1 D i

1

)
,

where:

• Bi
1,1 and D i

1 are square matrices of dimensions (β− 1)× (β− 1) and (d− β+1)×
(d− β + 1) respectively.

• Bi
1,2 and C i

1 are of dimensions (β − 1) × (d − β + 1) and (d − β + 1) × (β − 1)
respectively.

The second partition of the matrix Bi is as follows:

Bi =

(
D i

2 C i
2

−Bi
2,1 Bi

2,2

)
,

where:



S. Chebbah, S. Madi, M. Haiour / Eur. J. Pure Appl. Math, 18 (2) (2025), 6070 6 of 20

• Bi
2,2 and D i

2 are square matrices of dimensions (d − α) × (d − α) and α × α
respectively.

• Bi
2,1 and C i

2 are of dimensions (d− α)× α and α× (d− α) respectively.

When β = α + 1 (i.e., τ = 1), the matrices Bi
1,1 and D i

2 coincide, and similarly, Bi
2,2

and D i
1 coincide. This results in minimal geometric overlap and complete exclusion of

algebraic overlap. Additionally: Bi
1,1 and Bi

2,2 correspond to the discretized operators
under homogeneous Dirichlet boundary conditions.
To ensure that the enhanced system remains consistent with the original system despite
the overlapping region, the non-diagonal blocks Bi

2,1 and Bi
1,2 are extended by adding

rows and columns filled with zeros. The resulting extended matrices are defined as
follows:

B̃i
1,2 =

[
0β−1,τ−1 Bi

1,2

]
, B̃i

2,1 =
[
Bi

2,1 0d−α,τ−1

]
.

Where:

• B̃i
1,2 is a matrix of size (β−1)× (d−α) that connects a vector from Ω2 to Ω1 with

zero entries outside of Ω2.

• B̃i
2,1 is a matrix of size (d − α) × (β − 1) that connects a vector from Ω1 to Ω2,

with zero entries outside of Ω1.

The extended system satisfies the following equations:max
1≤i≤n

(B̃iζ − G i(ζ)) = 0, inΩ,

ζ = 0, on ∂Ω.

In the minimal overlap case (τ = 1), the extended system simplifies to the original
matrix associated with the domain partition without any overlap. This is expressed by
the following relation:

B̃i =

(
Bi

1,1 −B̃i
1,2

−B̃i
2,1 Bi

2,2

)
=

(
Bi

1,1 −Bi
1,2

−Bi
2,1 Bi

2,2

)
= Bi.

3.3. Iterative Algorithm for Domain Decomposition

The iterative process begins with selecting an initial solution, either a lower or an
upper one, depending on the nature of the problem. We first define the notions of
subsolution and supersolution:

• A subsolution ζ̌ ∈ Rm satisfies the inequality:

max
1≤i≤n

{
Biζ̌ − G i(ζ̌)

}
≤ 0.
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• A supersolution ζ̂ ∈ Rm satisfies the inequality:

max
1≤i≤n

{
Biζ̂ − G i(ζ̂)

}
≥ 0.

Following these definitions, and based on the approach in [9], the initial subsolution is
chosen as:

ζ̌0 = (0, 0, . . . , 0), if G i ≥ 0 for all i = 1, . . . , n.

To compute the corresponding initial supersolution ζ̂0, we solve the nonlinear system:

Biζ̂0 = G i(ζ̂0), for each i = 1, . . . , n.

The discrete Hamilton-Jacobi-Bellman (HJB) problem, as expressed in equation (3) can
be reformulated using an overlapping domain decomposition strategy, as follows:

• Solution for the domain Ω1: To compute ζk+1
1 , we solve the following system:

max
1≤i≤n

(
Bi

1,1ζ
k+1
1 − G i(ζk1 )

)
= 0, in Ω1,(

ζk+1
1

)
β
=
(
ζk2
)
β
, on Σ1.

• Solution for the domain Ω2: To compute ζk+1
2 , we solve the following system:

max
1≤i≤n

(
Bi

2,2ζ
k+1
2 − G i(ζk2 )

)
= 0, in Ω2,(

ζk+1
2

)
α
=
(
ζk+1
1

)
α
, on Σ2.

Upon incorporating boundary conditions, the system becomes:
max
1≤i≤n

{
Bi

1,1ζ
k+1
1 − B̃i

1,2ζ
k
2 − G i(ζk1 )

}
= 0, in Ω1,

max
1≤i≤n

{
Bi

2,2ζ
k+1
2 − B̃i

2,1ζ
k+1
1 − G i(ζk2 )

}
= 0, in Ω2.

We reformulate the iterative process derived from the overlapping domain decomposition
method into the following matrix-based nonlinear system:(

Bi
1,1 0

−B̃i
2,1 Bi

2,2

)(
ζk+1
1

ζk+1
2

)
=

(
B̃i

1,2 0

0 0

)(
ζk1
ζk2

)
+

(
G i(ζk1 )
G i(ζk2 )

)
. (4)

To better understand this formulation, we recast it in the context of the block Gauss-
Seidel method. The general form of this iterative scheme is given by:

ζ(0) ∈ Rm,

Bt,t ζ
(k+1)
t = −

m∑
s<t

Bt,s ζ
(k+1)
s −

m∑
s>t

Bt,s ζ
(k)
s + Gt, t = 1, . . . ,m.

(5)
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By comparing systems (4) and (5), it becomes clear that they are structurally equivalent
in the nonlinear context, where the source term G is replaced by the nonlinear expression
G k at each iteration. The algorithm below outlines the iterative steps of the proposed
method.

Algorithm Overlapping Domain Decomposition

Initialize: Set the initial guess as ζ̌0 = (0, 0, . . . , 0), and set k = 0.
Step 1: Compute the updated solution ζ̌k+1

1 by solving the system:

max
1≤i≤n

{
Bi

1,1ζ̌
k+1
1 − B̃i

1,2ζ̌
k
2 − G i(ζ̌k1 )

}
= 0.

Step 2: Calculate the updated value ζ̌k+1
2 using the most recent value of ζ̌k+1

1 :

max
1≤i≤n

{
−B̃i

2,1ζ̌
k+1
1 + Bi

2,2ζ̌
k+1
2 − G i(ζ̌k2 )

}
= 0.

Step 3: Verify convergence of the solution. If the solution has not converged, incre-
ment k by 1 and repeat from Step 1.

3.4. Monotonic and Geometric Convergence

To validate the proposed algorithm, we establish its monotonic and geometric con-
vergence using lower and upper solutions. The following theorem presents the proof.

Theorem 1. The iterative process described in Algorithm generates two sequences, (ζ̌k)
and (ζ̂k), which exhibit monotonic behavior. More precisely, the sequence (ζ̌k) increases,
while (ζ̂k) decreases, both converging toward the unique solution ζ of the Hamilton-
Jacobi-Bellman system (3).

Proof. The proof is structured into five consecutive steps.

• Step 1: We establish that the sequence (ζ̌k), produced by the algorithm is mono-
tonic and converges to the unique solution of the system (3).
Initially, for k = 0, we solve the problem in the first subdomain to compute ζ̌11 as
follows:

max
1≤i≤n

{
Bi

1,1ζ̌
1
1 − B̃i

1,2ζ̌
0
2 − G i(ζ̌01 )

}
= 0.

Since ζ̌0 is a lower solution, the following inequality holds:

max
1≤i≤n

{
Bi

1,1ζ̌
0
1 − B̃i

1,2ζ̌
0
2 − G i(ζ̌01 )

}
≤ 0.

From this, we deduce that:
ζ̌01 ≤ ζ̌11 .

Next, we proceed to solve the problem in the second subdomain to determine ζ̌12 :

max
1≤i≤n

{
−B̃i

2,1ζ̌
1
1 + Bi

2,2ζ̌
1
2 − G i(ζ̌02 )

}
= 0. (6)
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Since ζ̌0 is also a lower solution, we obtain:

max
1≤i≤n

{
−B̃i

2,1ζ̌
0
1 + Bi

2,2ζ̌
0
2 − G i(ζ̌02 )

}
≤ 0. (7)

Comparing equations (6) and (7), we deduce:

ζ̌02 ≤ ζ̌12 .

Thus, we conclude that:
ζ̌0 ≤ ζ̌1.

This confirms that ζ̌1 is also a lower solution.
By mathematical induction, assuming that ζ̌k ≤ ζ̌k+1 holds for some k, we extend
this property to all iterations:

ζ̌0 ≤ ζ̌1 ≤ · · · ≤ ζ̌k ≤ ζ̌k+1.

Hence, the sequence (ζ̌k) is non-decreasing.

• Step 2: Establishing the convergence of the sequence (ζ̌k) to the solution of system
(3).
Since ζ̌k is considered a lower solution, the following inequality holds:

max
1≤i≤n

{
Biζ̌k − G i(ζ̌k)

}
≤ 0. (8)

This directly implies the relation:

Biζ̌k − G i(ζ̌k) ≤ 0 ⇒ Biζ̌k − F i − µζ̌k ≤ 0. (9)

Now, let us assume the existence of a solution ζ̌∗ satisfying:

Biζ̌∗ − F i − µζ̌∗ = 0. (10)

From equation (10), we express:

F i = Biζ̌∗ − µζ̌∗.

By substituting this into equation (9), we obtain:

Biζ̌k − Biζ̌∗ + µζ̌∗ − µζ̌k ≤ 0.

Rearranging, we get:
(Bi − µI)(ζ̌k − ζ̌∗) ≤ 0.

Since Bi can be rewritten as A i + µI, it follows that:

A i(ζ̌k − ζ̌∗) ≤ 0.
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Given that A i is an M-matrix, we deduce:

ζ̌k ≤ ζ̌∗.

Thus, the sequence (ζ̌k) is bounded below by ζ̌∗. Since (ζ̌k) is a monotonically
increasing and lower-bounded sequence, it necessarily converges. Therefore, we
conclude:

lim
k→∞

ζ̌k = ζ̌∗. (11)

• Step 3: The vector ζ̌∗ = (ζ̌∗1 , ζ̌
∗
2 ) corresponds to the solution of system (3).

From the iterative scheme described in algorithm, we derive the following condi-
tions:

max
1≤i≤n

{
Bi

1,1ζ̌
k+1
1 − B̃i

1,2ζ̌
k
2 − G i(ζ̌k1 )

}
= 0,

max
1≤i≤n

{
−B̃i

2,1ζ̌
k+1
1 + Bi

2,2ζ̌
k+1
2 − G i(ζ̌k2 )

}
= 0.

Taking the limit as k → ∞ and employing equation (11), we obtain the following
system:

max
1≤i≤n

{
Bi

1,1ζ̌
∗
1 − B̃i

1,2ζ̌
∗
2 − G i(ζ̌∗1 )

}
= 0,

max
1≤i≤n

{
−B̃i

2,1ζ̌
∗
1 + Bi

2,2ζ̌
∗
2 − G i(ζ̌∗2 )

}
= 0.

This system can be rewritten in a more compact form as:

max
1≤i≤n

{
Biζ̌∗ − G i(ζ̌∗)

}
= 0.

Consequently, we establish that ζ̌∗ is the unique solution to system (3).

• Step 4: Uniqueness of the discrete solution to the Hamilton-Jacobi-Bellman sys-
tem (3).
Assume that the system (3) admits two possible solutions, denoted by ζ− and ζ+.
This leads to the following two conditions:

max
1≤i≤n

{
Biζ− − G i(ζ−)

}
= 0,

max
1≤i≤n

{
Biζ+ − G i(ζ+)

}
= 0.

From these relations, it follows that:

Biζ+ − G i(ζ+) = 0 ⇔ Biζ+ − F i − µζ+ = 0,

Biζ− − G i(ζ−) = 0 ⇔ Biζ− − F i − µζ− = 0.
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By subtracting these two equations and considering the decomposition Bi = A i+
µI, we obtain:

(Bi − µI)(ζ+ − ζ−) = 0 ⇔ A i(ζ+ − ζ−) = 0.

Given that the matrices A i are M-matrices, we conclude that:

ζ− − ζ+ = 0 ⇒ ζ− = ζ+.

Thus, the solution to the system (3) is uniquely determined.

• Step 5: Demonstrating the monotonicity of the upper sequence (ζ̂k) follows an
approach similar to that used for the lower sequence (ζ̌k). The goal here is to
establish that the two sequences, (ζ̂k) and (ζ̌k), maintain an ordering relationship
across all subdomains. Specifically, we aim to show:

ζ̌k ≤ ζ̂k, ∀k ∈ N.

For the initial iteration k = 0, we assume that ζ̌0 ≤ ζ̂0. In the first subdomain,
since ζ̌1 is a lower solution, it satisfies the inequality:

max
1≤i≤n

{
Bi

1,1ζ̌
1
1 − B̃i

1,2ζ̌
0
2 − G i(ζ̌01 )

}
≤ 0. (12)

On the other hand, since ζ̂1 is an upper solution, it must satisfy:

max
1≤i≤n

{
Bi

1,1ζ̂
1
1 − B̃i

1,2ζ̂
0
2 − G i(ζ̂01 )

}
≥ 0. (13)

By comparing the inequalities in equations (12) and (13), we deduce that:

max
1≤i≤n

{
Bi

1,1ζ̌
1
1 − B̃i

1,2ζ̌
0
2 − G i(ζ̌01 )

}
≤ max

1≤i≤n

{
Bi

1,1ζ̂
1
1 − B̃i

1,2ζ̂
0
2 − G i(ζ̂01 )

}
.

Thus, we obtain ζ̌02 ≤ ζ̂02 and ζ̌01 ≤ ζ̂01 , leading to:

ζ̌11 ≤ ζ̂11 .

Next, solving the problem in the second subdomain gives the following inequalities:

max
1≤i≤n

{
−B̃i

2,1ζ̌
1
1 + Bi

2,2ζ̌
1
2 − G i(ζ̌02 )

}
≤ 0, (14)

and
max
1≤i≤n

{
−B̃i

2,1ζ̂
1
1 + Bi

2,2ζ̂
1
2 − G i(ζ̂02 )

}
≥ 0. (15)

By comparing equations (14) and (15), we obtain:

max
1≤i≤n

{
−B̃i

2,1ζ̌
1
1 + Bi

2,2ζ̌
1
2 − G i(ζ̌02 )

}
≤ max

1≤i≤n

{
−B̃i

2,1ζ̂
1
1 + Bi

2,2ζ̂
1
2 − G i(ζ̂02 )

}
.
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From the assumption ζ̌11 ≤ ζ̂11 and ζ̌02 ≤ ζ̂02 , we conclude that:

ζ̌12 ≤ ζ̂12 .

Therefore, we can conclude that:

ζ̌1 ≤ ζ̂1.

By applying induction, we prove that ζ̌k ≤ ζ̂k for all k.

Since the sequence (ζ̌k) is increasing and bounded above, while the sequence (ζ̂k) is
decreasing and bounded below, and given that these two sequences are interdependent,
it can be concluded that both sequences converge to the unique solution of the discrete
problem (3). Thus, we obtain:

lim
k→∞

ζ̂k = lim
k→∞

ζ̌k = ζ

Theorem 2. For any initial solution ζ0, the iterative sequence (ζk), generated by the
algorithm converges geometrically to the unique solution of the system (3), with a positive
constant 0 < η < 1 such that:

∥ζk+1 − ζk∥L∞(Ω) ≤ Cηk, k ∈ N.

Proof. We begin by examining the formulation of the system and noting the following
relations:

max
1≤i≤n

{
Bi

1,1ζ
k+1
1 − B̃i

1,2ζ
k
2 − G i(ζk1 )

}
= 0,

and
max
1≤i≤n

{
Bi

1,1ζ
k
1 − B̃i

1,2ζ
k−1
2 − G i(ζk−1

1 )
}
= 0.

These conditions correspond to solving the following problems:
max
1≤i≤n

(
Bi

1,1ζ
k+1
1 − G i(ζk1 )

)
= 0, in Ω1,(

ζk+1
1

)
β
=
(
ζk2
)
β
, on Σ1,

and 
max
1≤i≤n

(
Bi

1,1ζ
k
1 − G i(ζk−1

1 )
)
= 0, in Ω1,(

ζk1
)
β
=
(
ζk−1
2

)
β
, on Σ1.

By analyzing the boundary conditions of both problems and using the results from [10]
applied to the Hamilton-Jacobi-Bellman equation, we deduce the existence of a constant
κ1 ∈ (0, 1) such that:

κ1 = sup{v(x) : x ∈ Σ1}.



S. Chebbah, S. Madi, M. Haiour / Eur. J. Pure Appl. Math, 18 (2) (2025), 6070 13 of 20

Thus, we obtain the following inequality:

∥ζk+1
1 − ζk1 ∥L∞(Σ1) ≤ κ1∥ζk2 − ζk−1

2 ∥L∞(Ω2).

Similarly, analyzing the second part of the system, we have:

max
1≤i≤n

{
−B̃i

2,1ζ
k+1
1 + Bi

2,2ζ
k+1
2 − G i(ζk2 )

}
= 0,

and
max
1≤i≤n

{
−B̃i

2,1ζ
k
1 + Bi

2,2ζ
k
2 − G i(ζk−1

2 )
}
= 0.

By applying the results from [10], we conclude the existence of a constant κ2 ∈ (0, 1)
such that:

κ2 = sup{v(x) : x ∈ Σ2}.

This implies the following relationship:

∥ζk+1
2 − ζk2 ∥L∞(Σ2) ≤ κ2∥ζk+1

1 − ζk1 ∥L∞(Ω1).

By applying the maximum principle, we obtain:

∥ζk+1
2 − ζk2 ∥L∞(Ω2) ≤ ∥ζk+1

2 − ζk2 ∥L∞(Σ2),

∥ζk+1
2 − ζk2 ∥L∞(Σ2) ≤ κ2∥ζk+1

1 − ζk1 ∥L∞(Ω1),

≤ κ2∥ζk+1
1 − ζk1 ∥L∞(Σ1),

≤ κ1κ2∥ζk2 − ζk−1
2 ∥L∞(Ω2).

Similarly, we derive:

∥ζk+1
1 − ζk1 ∥L∞(Ω1) ≤ ∥ζk+1

1 − ζk1 ∥L∞(Σ1),

∥ζk+1
1 − ζk1 ∥L∞(Σ1) ≤ κ1∥ζk2 − ζk−1

2 ∥L∞(Ω2),

≤ κ1∥ζk2 − ζk−1
2 ∥L∞(Σ2),

≤ κ1κ2∥ζk1 − ζk−1
1 ∥L∞(Ω1).

Finally, we conclude with the inequality:

∥ζk+1 − ζk∥L∞(Ω) ≤ κ1κ2∥ζk − ζk−1∥L∞(Ω).

By induction and noting that η = κ1κ2 ∈ (0, 1), we conclude:

∥ζk+1 − ζk∥L∞(Ω) ≤ ηk∥ζ1 − ζ0∥L∞(Ω).

Thus, we obtain:
∥ζk+1 − ζk∥L∞(Ω) ≤ Cηk, k ∈ N.

Therefore, the sequence (ζk) converges geometrically to the solution of the system (3).
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4. Numerical Applications and Computational Results

In this section, we formulate the Hamilton-Jacobi-Bellman (HJB) equation using an
overlapping domain decomposition method. The computational domain Ω = [0, 1]×[0, 1]
is discretized on a uniform grid with step size h based on the finite difference method.
The initial solution can be selected as either a lower or upper solution, both ensuring
convergence to the discrete solution. The iterative process continues until the stopping
criterion ε = 10−6 is satisfied. The system is governed by the following equations:{

max
{
B1ζ − G 1,B2ζ − G 2

}
in Ω,

ζ = 0 on ∂Ω.
(16)

To facilitate the numerical treatment, we introduce the following notations:

• B1 = B + µI, G 1 = G + µζ, with µ = 1.

• B2 = I, where I is the identity matrix, and G 2 = 0.

The operator B, which is non-coercive, is defined as:

B = − ∂2

∂x2
− ∂2

∂y2
+ 0.5x

∂

∂x
+ 0.5y

∂

∂y
+ 0.045.

The function G is given by:
G = sin(2πx) sin(2πy).

To evaluate the efficiency of the domain decomposition methods, we compare the perfor-
mance of the non-overlapping domain decomposition (τ = 1) (See [11]) with the newly
introduced overlapping domain decomposition method (τ > 1). This comparative study
aims to assess the accuracy and convergence of both methods, verifying their effective-
ness against theoretical expectations.
The numerical results, illustrating the efficiency of these approaches, are presented in
tables and figures generated using MATLAB - R2018a.

Table 1: Residual error using DDM for various overlap values.

∥R∥∞
iteration DDM: τ > 1 DDM: τ = 1

1 7.391048136608375e-04 9.591296770784198e-04
4 1.608036639652848e-04 2.363530936250824e-04
8 3.630680843518114e-05 5.836710081515498e-05
Last iteration 2.162254986382806e-05 3.666961301803263e-05

The table (1) presents the infinity norm of the residual error for the approximate
solutions obtained using finite difference methods with h = 1

20 under various overlap
configurations. The residual is computed as

R = max
1≤i≤2

{
Biζ̌k − G i

(
ζ̌k−1

)}
.
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The results indicate that the residual errors are remarkably small and consistently de-
crease across iterations. Notably, configurations with overlap (τ > 1) result in a faster
reduction in error compared to the non-overlapping case (τ = 1). This emphasizes the
importance of overlap in accelerating convergence and improving the accuracy of the
solution approximation.

Table 2: Value of ζ̂k at (x, y)T = (0.5, 0.25)T for h = 1
20
.

Iteration DDM : τ > 1 DDM : τ = 1

1 -0.003915453822399 -0.003375478664288
4 -0.005478666922059 -0.005035539613455
8 -0.005493072486538 -0.005428621964170
Last iteration -0.005493166542087 -0.005493095359904

Table 3: Value of ζ̌k at (x, y)T = (0.5, 0.25)T for h = 1
20
.

Iteration DDM : τ > 1 DDM : τ = 1

1 -0.137907986376806 -1.035248717772950
4 -0.012726797737372 -0.386671348701684
8 -0.005505924360092 -0.098756491226852
Last iteration -0.005493173019551 -0.005493282229003

The numerical results presented in Tables (2) and (3) illustrate the convergence
properties of the lower and upper solutions for the Hamilton-Jacobi-Bellman (HJB)
equation. As expected, the lower solution ζ̌k exhibits a monotonic increase, while the
upper solution ζ̂k follows a monotonic decrease, ensuring a stable convergence towards
the exact solution. Moreover, the comparison between the overlapping (τ > 1) and
non-overlapping (τ = 1) domain decomposition methods confirms that increasing the
overlap parameter significantly enhances the convergence rate, reducing the number of
iterations required to reach the desired accuracy.
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Figure 2: Approximated Solutions (DDM).

Figure (2) represents the numerical solution of the problem using the overlapping
Schwarz domain decomposition method. The red and blue lines indicate the overlapping
subdomains along the x-axis.

Figure 3: Convergence Behavior of the Iterative Scheme.

Figure (3) demonstrates the geometric convergence of the iterative method for h =
1
20 . The graph displays the evolution of the infinity norm of the error ∥ζk+1 − ζk∥∞
as a function of the iteration number. We observe a rapid exponential decrease in
the error, indicating that the approximate solution is approaching a stable fixed point.
Furthermore, using a larger overlap (blue curve) significantly improves the convergence
rate by reducing both the number of iterations and the total computational effort.
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Figure 4: Residuals Evolution for the Overlapping Domain Decomposition .

Figure (4) illustrates the residuals R1 and R2, representing the error distribution
in the approximate solution while highlighting the active and inactive points at the
boundaries. These plots demonstrate the error evolution through iterations within each
subdomain, where these values are utilized to adjust and refine the solution at each step.

Figure 5: Maximum Residual Over the Computational Domain.

Figure (5) illustrates the distribution of the maximum residual over the computa-
tional domain. The error is clearly concentrated in the overlapping region between the
two subdomains Ω1 and Ω2, where it drops to a minimal value of approximately 10−5.
This confirms the efficiency of the iterative method in reducing the residual specifically
within the interface area, thereby enhancing the accuracy of the solution and accelerating
convergence.
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5. Conclusion

In this work, we solved the noncoercive Hamilton-Jacobi-Bellman equation directly,
without transforming it into a quasi-variational inequality system. This approach pre-
serves the structure of the original problem and simplifies the numerical treatment. The
method is based on constructing lower and upper solutions that converge to the discrete
solution within the finite difference framework.

The overlapping domain decomposition method was applied, which contributed to
improving the convergence rate compared to the non-overlapping case. Theoretical anal-
ysis confirms that this method ensures monotonic and geometric convergence. Further-
more, numerical results demonstrated that the performance achieved by this method
is characterized by high accuracy and exhibits significant similarity to methods such
as the Two-Level and Multi-Grid approaches, in terms of convergence speed and result
precision.

In future work, we plan to extend this method to q overlapping subdomains in higher-
dimensional spaces, particularly for non-matching grids. Additionally, we plan to com-
bine finite element discretizations with different boundary conditions, integrating the
domain decomposition method with nonlinear multigrid techniques to further improve
efficiency and scalability for large-scale problems. We will also investigate parallel im-
plementations to enhance performance and tackle more complex problems.
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